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ABSTRA CT

An automated cloud analysis program was developed and

established on the SPDS computer system at the Naval Envi-

ronmental Prediction Research Facility (NEPRF). The pro-

gram evaluates GOUi visual and infrared satellite imagery

simultaneously. The analysis method produces information on

cloud -.ypes, cloud amount, precipitation intensity, and

cloud top height and temperature through use of threshold

tests of radiance, texture, and temperature. A review of

current work on the evaluation of satellite information by

computer and by manual analysis is included.

A maritime region 460 X 463 nautical miles in size was

selected for test analysis. The satellite imagery was manu-

ally evaluated and compared to the computer generated out-

put. Reasonably good patterns of cloud types, precipitation

and cloud amount were produced by the computer, although

further testing and verification is needed.
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I- ...... -

The personnel operating Naval ships, aircraft and weapon

systems need near real-time subsynoptic and mesoscale mari-

time weather information to operate effectively and safely.

Current conventional cbservational data (from surface , raw-

insonde, and aircraft observations) do not adequately cover

the maritime region cr provide for esoscale analysis of

weather phenomena. Specifically needed are detection and

monitoring of any adverse weather conditions. This need

pertains to phenomena ranging from mesoscale (10-100 km) to

synoptic scale (100-1000 ki) which are poorly resolved by

conventional observations. Satellite observations can solve

this nroblem through the acquisition of global high density

data which are available regardless of local influences of

geography, surface conditions, or local politics.

Another problem is the need to provide an analyzed prod-

uct to the user in a short (1-3 hour) time frame. Manual

analysis of satellite data i time consuming and tedious,

and it does not prcvide the information in a real-time

fashion. An interactive computar system, on the other hani,

can collect, analyze, and produce the required products

within the required time limit.
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This research effort concentrated on the development of

techniques to specifycloud types, cloud amount, cloud

height, and precipitation intensity with in emphasis on the

maritime regions from satellite images. Information on

critical weather parameters such as low visibilities, ceil-

ings, precipitation Fresence, and intensity can be derived

from these cloud characteristics. This work uses Geosta-

tionary Operational Environmental Satellite (GOES) Visual-

Infrared Spin Scanned Radiometer (VISSR) digital satellite

data from visual and infrared channels which have a one-half

hour temporal and 0.5 to 4 nautical miles (n mi.) spatial

resolution. The data were received and processed at the

Naval Environmental Prediction Research Facility (NEPRF) in

Monterey, California using the Satellite Data Processing and

Display System (SPADE). This interactive computer system

was developed at NEPRF for uss by the operaticnal Navy to

give real-time information abouz weather phenomona. one sys-

4 tern is now operational at the Naval Eastern Oceanography

Center (NEOC) at Norfolk, Virginia.

The objective of this thesis is to establish and evalu-

a ate a computer program on the SPADS to analyze GOES images

to derive cloud types, precipitation intensity, cloud

height, and cloud amounts. To accomplish this, an ia-depth

15
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study of previous research and analysis techniques vas

initiated, and, from this study,, useful algorithms and

*techniques were gleaned. These algorithms and techniques

were combined to produce the desired computer program. Pro-

liminary tests of the computer program were completed on the

SPADS system at NEPRF.

Chapter 11 begins with a review of previous studies.

This includes discussions of four techniques of cloud type

classification; (1) cloud inlex (Harris and Barrett,1975,

1978)0 (2) spectral analysis (Liljas,1981a, 1981b), (3)

3-dimensional nephanalysis (F yse 1978), * d (II) two-dimen-

sional histogram (Platt,1981). A discussion of the techni-

ques for determining cloud height and cloud amounts used by

Reynolds and Yonder Haar (1977) and others, and of proce-

dures for identifying precipitat ion areas and their associ-

ated intensities is also covered. Chapter III describes the

set of algorithms selected for implementation on SPADS.

4 Chapter IV presents an outline of the test procedures used

and reports the results of these tests (including detected

problem areas). Chaster V summarizes the research ef.forts

and problems and provi.des suggeqtions for future changes and

additi.onal research.

16
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A. INTRODUCTION

Satellite visual (VIS) and infrared (IR) imagery can

provide a wide variety of weather information, including

estimates of cloud type, cloud height, cloud amount, and

precipitation intensity. In fact, a satellite nephanalysis

can produce a spatial summary of these important cloud fea-

tures. An analyst examines the visual brightness to derive

estimates of thickness of the cloud and the cloud texture to

differentiate between cumulus and stratus type clouds. By

using the IR imagery, cloud top heights can be estimated;

the brighter the cloud image, the colder; therefore, the

higher it is. with combined visual and infrared, one has a

greater ability to pick out the cloud types and,

furthermore, to estimate the probability of precipitation.

One of the main problems encountered in the 19601s and

early 1970's was the lack of standardization of rules gov-

erning the nephanalysis construction. Each country, and

sometimes each analyst, has used subjective methods for pro-

ducing cloud analyses. Some of the specific prcblems aris-

ing from lack of standardization, as discussed in Harris a-d

17



Barrett (1975) , have been: no minimum size is established as

reference-for inclusic or exclusion from analysis; cirrus

clouds are rarely identified in middle latitudes;

signifizant cloud areas are subjectively delineated at the

discretion of the analyst; only four cloud categories are

assigned (which consisted of unequal percents of areas); and

no standard nephanalysis construction rules have been

published.

With these problens in mind, Harris and Barrett (1975,

1978), Barrett and Martin (1981), Platt (1981), Fye and

Loqan (1977) and LilJas (1981a) , to name a few, have been

working toward the goal of producing a recommended standard

for cbjective nephanalysis of satellite VIS and IR imagery

through manual and computer analysis. The following sections

review these representative research efforts in this

endeavor. The discussions are divided into three areas of

concern to this thesis; cloud typing, cloud height and

amounts, and precipitation.

B. CLOUD TYPING

Basically four distinct approaches to effective cloud

typing have been proposed in the literaturs. They are: (1)

cloud index (Harris and Barrett, 1975, 1978; Barrett and

18



Harris,1977), (2) the U.S. kir Force 3DKEPR program (Pye and

Loqan,1977; Pye, 1978), (3) spectral cross-correlation

(Liljas,1981a, 1981b), and (4) two-dimensional histogram

(Platt01981). These methods are reviewed below.

1. Clou Indx

Harris and Barrett (1975) recognized the need for

standardization and fcr increased information content. As a

result, they developed a cloud indexing system which pro-

vided specific guidance and rules for analyzing satellite

visual imagery manually. For clarity and understanding,

they proposed the analysis be composed of three separate

7 layers of analyses; two descriptive and one interpretive.

Fig. 1 is the flow chart of the stages in the construction

of this nephanalysis. The authors developed a key (Fig. 2)

which includes details on the following cloud features; (1)

percent of cloud, (2) cloud type ( g.g. cumulus), (3) cloud

structure (including size, shape, and pattern), and (4)

height of cloud tops. The key also gives interpretive

weather phenomena.

The first analysis layar contains information on

geography and cloud cover. The cloud cover is divided into

five equal percent categories with a minimum size reported

of a 2 1/2 degree square.

19



The second descriptive layer includes cloud type

and cloud structure. They are classified in the following

order: major cloud systems. definite boundaries and finally

indefinite boundaries. The analyst uses cloud brightness

and texture to discern six types of clouds (see Fig. 2).

The final analysis layer produced is the interpreta-

tion of the cloud features using the information from ths

first two layers. The types of cloud features considered

important are displayed in Fig. 2. All three analysis layers

combined were designed to be completed within one hour by a

skilled analyst.

Barrett and Harris (1977) extended this procedure to

include infrared imagery for the purpose of supplementing

the visual analysis. This added capabilties for nighttime

and high latitude analyses. They mention three possibilities

for analyzing IR imagery; (1) use longstanding internation-

ally accepted codes and symbols, (2) follow the visual pro-

cedures previously outlined, or (3) use a new procedure

which recognizes and represents the special properties of

the I2 images. The first two methods would be directly com-

parable to the visual analysis. The third approach would
L.

offer additional information to allow identification of

20
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cloud height through cloud brightness evaluation and a more

specific identification of cloud texture.

The IR analysis techn&ique identifies the following

cloud features (see Fig. 3): (1) percent of cloud cover

(same as VIS technique), (2) brightness of cloud, (3) cloudI

texture, and (14) size of clouds (same as VIS) , plus inter-

pretive categories with eighte-en of thea the same as VIS

(heights and three cloud descriptions !ire not included).

Barrett and Harris(1977) felt that any of the three methods

could produce an analysis in a single hour if lone by a

trained analyst.

4
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After establishing a manual method for both 715 and

IR satellite nephanalysis, Harris and Barrett(1978) devel-

oped an automated objective nephanalysis through a cloud

recognition scheme. They used an approach which examined

14 quantitative cloud brightness and texture within a small

area of the whole picture. The flow chart in Fig. '4 out-

linaes their approach. Cloud brightness was assessed in each

23



subarray by summing the brightnsa counts of only cloud pix-

els and then dividing by the number of cloud pixels (Eq. 1

and 2, Table. 1). Cloud amount was calculated in each subar-

ray by summing the number of cloud pixels and then dividing

by the total number of pixels per subarray. This number was

then multiplied by 100 to obtain a percent of cloud cover

( Eq. 3 in Table 1) .

Their assessments of cloud texture used statistical,

*instead of structural, measures of local variation in image

density. one measure they employed was the standard devia-

tion of each subarray (5x5 pixel array) of density values,

as calculated with Eq. '4 (Table 1).

Their other crite'rion was vector dispersion, which

required that the density values be treated as a set of

adjacent triangular planes. The dispersion in three dimen-

sions of the normal tc these planes gave another measure of

texture. Fig. 5 shcvs a graphical representation of this

method. Eq. 5, 6, and 7 in Table I wers used to calcula-te

these estimates of texture.

once all these values were calculated, boundaris

dbetween cloud types had to be established. Three categories

were selected; (1) sheet or la yered cl-iud s (stra If ort) ,

214



(2) cellular/tower 4,louds (cumulus) and (3) broken/mottled

cloud (stratocumulus or mixed) (Harris and Barrett,1978). A

three-dimensional decision space was set up using two tex-

ture measurements and one brightness value. Those areas that

had a brightness above the threshold were included in fur-

ther analyses; those below were not. Fl;. 6 shows the deci-

sion space based on the two texture measurements. The

*.discriminant lines were developed through analysis of a

training set of Defense Military Satellite Program (DRSP)

sample brightness and texture measurements of each cloud

category.

In assessing the accuracy of this method, Harris and

Barrett (1978) found siveral problem areas. For example,

towering cumulus in post frontal areas (especially) were not

ilentified because of the field of view (Foe) size and snow

areas were included as clouds. But the overall accuracy was

still good with a greater than 72% correct classification.

Harris and Barrett (1978) felt that several procedures would

improve the output of the model. Among these were increasing

the resolution of the data by decreasing the size of scan-

4 ning spot, decreasing the subarray size, normalizing the

Jmage brightness for changes in sun vi&ewing angle, and

4
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increasing the texture parameters to permit identification

of more cloud classes.

d A On-mO

Own"m u ~j

Fiqure 4. ~ for AU. m "6d0 fve90hnlyi

rmBarrett an~ Harri.s,

02. IhmDmn~-m Sebaali- (2Q2?fl)

The United States (UJ.S.) Air Force developed an

automated three-dimensional cloud analysis called the

113DNEPH model". it uses satellite imagery from the DMSP and

TIROS-N satellite series together wi-th conventional in situ

26



b)

Figure 5. Graph of Vector Disoersion Technique, (a)represents a smooth surface (stratiforn clouds)anrAebr repesents a roulh surface (cumufus

clouds. Normal vectors for etch case are
inluded to the left of the d igrams (from Harris
and Barrett, 1978)

data from aircraft, surface, and upper air observations. A

cloud analysis is produced in a real-time fashion regardless

of ice, snow, desert, or other geographical anomalies (Fye

and Logan, 1977). The satellites provide high density data

over the entire world, thus permitting a global analysis of

4 clouds. The horizontal resolution of the output is 25 n mi.

The data array has a pixel resolution of 3 n mi.

The satellite data are first formatted, rectified, mapped,

and stored on a computer storage device before running the

3DNEPH program. The rectification corrects for the effects

2
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TABLE I
&1.ogrithus. for the Objective Re phanalysis (from Harris and

Barrett, 197w)

() , .I - cloud brightness
Fa, E X 9 - amber of ro /colum-

- - density at each point

4 J step function I )1J
0 Im 0 <.

t - density threshold defining the
boundary between cloud/no cloud

(2) N N

i-1 J-1

(3) A - 100 (MVN ) A " average cloud mount

(4) 3
a - " (xj - 1)

2/N2 - 111/2

i-I Ji-
a - standard deviation *f each sub-

array density values

() - mean of the subarray density values

(5 L El (li , n) = direction cosines of the ith plane

a * Zn i  (L., , n) max likelihood of true polar
vector (X. u, y)

- En

(6) R2 = (EL 1) 2 + (Zn1)2 + (En)2

3-1
(7 k = the sple sizeN4-R

k = estimate of the texture of the surface
vhere:

k-1 - smooth surface (strtiform)

k-O - uneven surface (cellular cumulus)

2
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of limb darkening before storage. Limb darkening is the

effect of a decrease in brightness as the edges or- "limbs"

- .. of the earth scan are approached. The data are not normal-

ized with respect to light (VIS) or longwave radiation (IR)

(Fye and Logan, 1977). Each visual and infrared pixel is

represented by a single grayshade value in the range from 1

to 63. In the visual, 1 is dark and 63 is white. Infrared

pixels represent temperature in degrees Kelvin (K) from 210

K for a value of 1 to 310 K for 63; each grayshade repre-

sents a 1.6 degree change (Fye,1978 . The preliminary pro-

cesscr calculates the average grayshade value per 25 n mi.

square using Eq. 1 (11able 11) and then uses this to get the

variability within the square using Eq. 2 (Table II)

(Fye,1978) . Both these calculations are performed sepa-

rately for IR and VIS images. the VIS and IR grayshade val-

ues and variabilities are used to identify the various cloud

types. Fig. 7 and 8 represent the cloud typing algorithms

used. They were constructed empirically by comparing many

grayshades and variabilities to corresponding satellite

imaqery and surface data (Fye,1978). The operational algor-a
ithms were derived from the figure and then modified to

obtain optimum results. One obvious problem with electing

3
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to use the model (given the available documentation) is the

lack of graduated values on the axes of these two figures.

only relative values of warn/cold or light/dark are included

in the report. Also lacking in the Fye(1978) report are any

details of the current algorithms used for~ cloud typing.

TAB LE II
3DNEPH Statistical fquatiops f or thelky pag e Grayshade and

Var ance( ro. Fye, 197S)

N G average gray shade
(1) G -11N GG>O, N>O G -individual 3 nmi area

grid gray shade

Nioa-nmeio e

25 nmi grid space

N

(2) V 1/N~ IGG ,G>O, N>O V-variability within the
25 rmi grid space

TLhe third classification method is the spectral

cross-correlation method developed by Erik Liljas (1981a)

for use on an interactive computer. Liljas used TIROS-N and

national Oceanic and Atmospheric AdmInIstraion (NOAA) 6

satellite data from three spectza. channels; channel 1

*(VIS) , channel 2 (near-IF) and channel 4 (IF) . During the

summer time, different cicud types, land and water surfaces
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were analyzed to detect their unique spectral signatures.

The rasults were used to build a three dimensional

parallelepipedon classification, Fig. 9.

Two satellite types were used for the test of the

model; polar orbiting (TIROS-9 and NO&IA-61 and geostat lonary

(Meteosat). The satellite data used for the test of the

model were geometrically corrected, but they did not need to

be normalized because the id-day pass of the satellite was

used (approximate sun elevation of 45 degrees).

Normalization corrects for the radiance variation caused by

the sun location (elevation). Also the amount of data was

reduced from 1,024 digital levels to 256 levels, which was

considered adequate resolution for the study. Data from

channel 2 were primarily used to separate land and water

areas. Channels 1 and 4 were the principal cloud type

identifiers.

Comparison of the spectral cross-correlation method

with synoptic observations showed that the 'computer method

gave correct indication of cloud types, and also an improved

cloud division. As shown in Fig. 10 (see Table III for sym-

bol definitions of cloud types), several cloud types are in

the same boxes; Liljas recommends the use of texturs

3
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observation to discern between these cloud types. This was

done manualir and entered interactively. Liljas (1981ib) also

reports that good information on cloud structure of weather

systems can be retrieved. He recommends the use of multiple

parallelepipedon classifications, each classification asso-

ciated with a different sun elevation instead of

normalization of the reflected imagery.
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TABLE IIT

Cloud Classification to bith Fig. 10 (from Liljas

Main and Cloud Types:

* 1. Cumulonimbusa
a, Storm cloud with high top

2 Squall cloud with scattered showers

2. itbostratus b
b 1 Large vertical thickness
b2 Rather low topside

3. Cirrostratus a
c1 Dense cirrostratus
C2 Cirrus
*3 Thin cirrus over water
d3 Dense altostratus

Thin altostratus over water
a Thin altostratus

4. Cmulus congestus eeI Dense altocumulus
Large piled up cumulus

Rather small and flat cumulus
S. Stratocumulus h

h Dense stratocumulus':ih 2 Ordinary

f 3 Slightly piled up cumuluswith clear areas in between

I Very dense haze/stratus
12 Dense haze/stratus

6. Haze/Stratus i
13 Ordinary haze/stratus
S Cumulis humilis

7. Land 1
j Haze over water
I I Planting season spring or autumn
12 Warm green season

8. Water k
"k Cold

k Warm

;d
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4. Two-dimensioRaS ist.gri

Another spectral method was developed by Platt

(1981) usinq a two-dimensional histogram representation of

cloud types. He selected satellite data with typical cloud

fields to develop a histogram decision space representation

of cloud types. Platt concentrated on evaluating cloud sys-

teas instead of isolated clouds and therefore his results

are biased toward syncptic features.

The measured visual radiances were compared with the

direct radiance from the solar disk on the satellite to pro-

duce a calculated isotropic albedo per 2.5 km. These albe-

does are expressed as a fraction from 0 to 1. The infrared

radiances are converted to blackbody brightness temperatures

ranging from 193.3 to 301.5 K. A histogram was then

constructed by sorting these data into 988 different bins of

temperature and albedo. Each area evaluated was approxi-

mately 500 X 500 km, with roughly 40,000 values per histo-

gram. The total bin counts were plotted on a

two-dimensional grid and then contoured by same bin count

(see Fig. 11). This cloud histogram representation could

then be used to classify cloud types by matching plots of

the satellite data. After classifying various types of

37



clouds, Fig. 12 was compiled to give an idealized depiction

of the location of clcud types by albedo ind temperature.

Platt(1981) discussed several factors that tend to

reduce the usefulness of Fig. 12. One cloud problem arises

when there are either breaks in a cloud deck, or partially

filled field of view (FOr) in the satellite view area.

Additionally, clouds of the same optical 19pth, but exhibit-

inq breaks will have a different albedo measurement thar. an

unbroken cloud of the same optical depth (stratocumulus in

Fig. 14 demonstrates this). Another factor that changes the

albedo and temperature values is variation in cloud top

height. All of these factors create ambiguity in determining

the cloud type, amount, optical depth, and cloud top

temperature. As a result, the author rezommends that addi-

tional work should be done with these results before using

the two-dimensioTal histcgram ipproach to identify clouds.

38

6e



. ... ..... .... ...

.S ........ . .........
........... . .

... ...... 0.......

014
...........

Tu............

Figur 11. Two-dmensonalHistoriuzPlotof...edo.ers.

Fiur t .Todmninl Hunrto~rm Plto ditubeoVru

0.6- mid-level
Cloud

~ 0.4 tratoumulus frontal 'z1cru
- <~-~ ~~~thin 7

0.2- .41.1ifilled N$~~ semitransparent high cloud
a., variable otclproperties

300 290 280 270 260 250 24.0 230 220 210 200 190 180
*Surface Cloud Brightness Temperature K

Temperature

Fiqgure 12. IM 1Histograms of Cloud Types (from ?1Latt,
aj

39



.. . .

C. CLOUD HEIGHT &ND ANOUNT

Three methods of deriving cloud height and amount have

been proposed in current resear-ah. Tvo methods are an exten-

sion of those reviewed in the cloud typing section; cloud

index (Harris and Barrett, 1975, 1978; Barrett and Harris,

1977) and the U.S. Air Force 3DNEPH (Fye and Logan, 1977;

Fye, 1978). In addition, a new bispectral technique

(Reynolds and Vonder Haar, 1977) is discussed.

1. d eD4x

In two separate studies, Barrett and Harris (1977;

Harris and Barrett,1975) developed a recommended standard

cloud height and amount determination procedure for manual

analysis of satellite visual and infrared images. The vis-

ual method combined brightness, cloud type, and synoptic

situation to determine qualitative estimates of cloud height

(low, middle, or hiqh level). Later, they developed a sys-

+ea for identifying cloud levels through the degree .of cloud

brightness in tha IR image. IR cloud information specifi-

cally lends itself to this task since the :adiation

temperature of the cloud is a function of the cloud-top

altitude (Barrett and Harris, 1977).
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Some problems arose with :-irrus and cloud elements

smaller than the field of view. In this instance, satellite

measured temperatures can appear warmer than actual cloud

temperature, because the satellite is also receiving the

radiation temperature of the surface or lower clouds. This

problem can be minimized by using IR and VIS together to

identify cirrus clouds and by using higher resolution data

n-j-, data from the Advanced Very High Resolution Radiometer

(AVHRR) on NOAA satellites.

Fig. 3 is the key for the IR nephanalysis and

includes the cloud brightness steps and Fig. 13 is an exam-

p-e of how these are applied. This analysis can be inter-

preted in terms of qualitative heights, low (dim) to high

(very bright) (Barrett and Harris,197 7 ). Cloud amount

determination categories are also delineated in Fig. 2 for

VIS and Fig. 3 for IR. It is done in categories of size of

cloud element, 2.. , 100-150 km. Harris and Barrett's

* (1978) objective automated method does not specifically

address cloud height, but does calculate an average cloud

amount for each subarray size (5x5 pixals) using Eq. 3

(Table t).
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2. ThreeI AzlEhn1y~ ~ILl

The U.S. Air Force 3DIEPH program's main objective

is to produce information on cloud height and cloud amount.

It uses a standard vertical grid of 15 layers, which range

from the surface to 100 millibars (mbl. The IR image is

used to determine height and element cloud amounts, and the

visual and infrared are used together to determine total

cloud amount. This information is then combined with sur-

face, aircraft and ravinsonde data to de.termine the final

cloud height and cloud amount inalyses.

The preliminary processor, as described in the cloud

type section, prepares the satellite data for height deter-

mination. In addition, it sorts, screens, and combines the

conventional data received from the Air Force's global

weather data base to produce a vertical and horizontal

3DNEPH gridded layered format.

Next, the satellite data goes to the visual and

infrared processors. The VIS processor steps are outlined in

Fig. 14. Each pixel grayshade is directly compared to a

grayshade (background/surface brightness) specified for each

25 n mi. square. This value represents a clear sky earth

radiance for each square. The difference between each pixel
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grayshade and the background brightness is used in Fig. 15

to decide if there is a cloud or not. The curve in Fig. 15

* represents the brightness threshold for clouds; any vari-

ability greater than this is a cloud area. This curve

incorporates the background brightness and the varying

* brightness associated with different surfaces ( e.g.,

desert). The total number of -loud decisions divided by the

total number of available pixels represents the amount of

cloud cover in the square.

The infrared processor incorporates a slightly dif-

ferent analysis method. The majcr steps of the processor

are included in Fig. 16 as a flow chart. The first step is

to construct a frequency distribution of the 64 raw gray-

shades for each 25 n mi. area to detect significant modes

(maxima) ef 6 or mecre grayshades or 12 or more adjacent

shades. If more then 2 modes are identified, the modes are

combined on the basis of relative amplitude (strongest modes

6 are retained) and the differences between modes. If there

is no apparent mode, then the processor 1faults to a cloud

threshold temperature determined from appropriate surface

temperatures. Before any cloud decision is made, a correc-

tion is applied to the IR tram peratures to compensate for

4 !44
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atmospheric absorption and other effects such as zenith and

local anqle which create biases in the IR data. Fig. 17 is

an example of a curve used to derive bias correction for a

particular satellite. The actual bias correction is the dif-

ference between the best fit curve and the diagonal line of

perfect correlation. Next a representative temperature is

selected for each mode (usually the coldest in the mode) and

these data are compared to a gridded, conventionally derived

surface temperature data base to make a cloud/no cloud deci-

sion. Fig. 18 qraphically represents this decision process.

The final cloud decision is made by using Fig. 19. This

compensates for irregularities in the surface temperature

data base which limit the reliability of the cloud/no cloud

decision. The cloud amount is determined by the number of

pixels in the cloudy mode (Fye and Logan,1977). Addition-

ally, the IR processcr determines the cloud height by com-

paring the coldest temperature in the cloudy mode to a

4Q real-time upper air data base.

Other processors include the conventional data pro-

cesscr, the data integration processor, and the manual data

processor. The conventional lata processor takes the sur-

face, aircraft, and upper air reports and produces a

47
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horizontally gridded, eight mesh data base of cloud informa-

tion for 15 vertical layers. rhese layers of data and the

output of VIS and IR Focessors are mergel by the data inte-

gration processor. The processor also performs meteorologi-

4cal consistency checks. The --loud amounts, heights, and

types from VIS and IR data arq converted to speciflc cloud

layer amounts and heights. Conflicts are also~ resolved by

this processor by clbecking age of data, greatest cloud

cover, layer amount, and cloud rap height. Next, t6.he
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satellite and conventional data are compared and integrated

with a continuity field to complete the cloud analysis

(Fye,1978). The continuity field is the previous or latest

3DNiPH analysis which fills in missing data and parameters.

The analyst next enters manually encoded input to

alter the 3DNEPH data base as necessary. The manual data

processor takes this information and incorporates it into

the overall data base. This provides an avenue for ;uality

control, correction of errors and improvement of the overall

analysis.

3. B.l _c

A bispectral method for determining cloud height and

amount was developed by Reynolds and Yonder Haar (1977).

Visual and infrared data were each analyzed quantitatively

over an array of scan spots. This analysis yielded cloud

amount and cloud top temperature, from which cloud height

was derived by comparison to a nearby vertical temperature

sounding.

The method was based on manipulation and solution of

two equaticns (Eq. 1 and 2, Table IV). These equations are

4 basically comprised of adjustments for the fraction of

cloud-covered and clear-sky areas in a single field of view

and for backbody emissivity of the clouds. One was the

5
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satellite visual radiance equation (Equation 1, Table IV)

and the other was the satellite infrared radiance equation

(Eq. 2, Table IV). The equations relate the amount of cloud

(Acld in tenths) to either cloud albedo (pcld X Hs) in the

visual or cloud radiances (Ncld) in the infrared channels

(note that Acld plus the amount of clear area, Aclr in

tenths, equaled 1.0). The IR radiaace equation also

accounted for the effect of emissivity (E) of clouds on

*i cloud and surface (Nclr) radiances. In both equations, Aclr

was replaced by 1.0- Acld. The rest of the terms in the

equations except two (Acld and Ncld were available. Average

values of the cloud and surface albedoes were known and more

exact values can be cbtained in practice ."from the actual

array of satellite measurements" (Reynolls and Tonder Haar,

1977). Measured surface temperatures were converted to IR

radiances and used foz the surface radiance. The emissivity

was initially assumed to be 0.9 for all clouds. This left

only the two unknowns to be detarmined. Eq. 1 (Table IV) was

then solved for Aclid and Eq. 2 (Table IV) for Ncld radiance

which resulted in Eq. 3 and 4 (Table TV). The Acld value was

derived first from the visual satellite data. Next, Acld

was used with the simultaneously receivel IR data to obtain
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the cloud radiance value. The resulting radiance was then

convertsd to cloud top temperature via Plancks' equation.

The final step was to use a local upper air sounding and the

cloud temperature to obtain the cloud top height.

Reynolds and Vonder Haar (1977) performed an uncer-

tainty analysis on this technique to determine on what the

uncertainty (A) of the cloud amount (Acld) and cloud

temperature (A Ncld) measurements depend and how large an

uncertainty (A) is allowable. It was shown that A Acid

depends on the m agnitude and precision of Hs, Ms, pcld, and

pclr, where AHs and A pclr will be less than 10% of the

error. Ncld depends on the magnitude and uncertainty of MIl,

Acld, Nclr and E.

The two quantities AAcla and ANcld were evaluated

using typical mid-latitude values obtained from satelli:es.

Table V gives the absolute AAzld error for givenj Hs, Ms,

and pcld. These results show that the "uncertainties must

6 stay below the 10% level if reasonable accuracy is to be

maintained" (Reynolds and Vonder Haar, 1977). This accu-

racy is possible through use of ground and cloud truth meas-
4

urements along with improvements in instrument calibration.

At present there is approximately a 3 legree Celc;is (OC)

5
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TABLE IV

Algorithms for Cloud To emg.mature and 'qud & mount (after
Reynolds A V n er Haar, 1

* ':. (1) ms a Aclroclrs + AcldcldHs cld a cloud

(2) ml Aclr Nclr + Acld Ncld O lr - clear

+ Acld(1.O - s)NcIr

m clr Acld - area of array covered with
-(3) Acid H cloud

m Ms  -measured visible radiance

-L Ndr 0cl b-directional reflectance
(4) Ncld c Acd Ncr cloud areas

Hs  -solar irradiance reaching
the surface (.5 < x <

(5) Acid + Aclr - 1.00 .8 Mm)

-L N bi-directional reflecting
(6) c = " Nc,_cl of clear areas

Ncla - NIr

Ncid aspectral !R (10 < x <Cld 12 um)

Nl - spectral IR radiance from

c r clear area

-a measured IR radiance

a IR emissivity

Acir a area of array clear of
clouds
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error in satellite derived temperature which is equivalent

to approximately 5% A in ScIr. Scld will have a 160C er-

ror if the Acid has 241% error (Table V). This error can be

reduced by better Acld determination using higher resolution

data and through use cf ground truth measurements.

TABLE V

TRe Errors in Coud & utfihAs*5)adi lu
Temperature (Ncil : 6 ,ater Reynold Wald 0onriaar,

1977).

5% pclr, 10% pclr, 15% pclr
Uncertainty pcld, Ms Pcld Ms Pcld, Ms

.4AAcld (Acid - 0.26) 0.09 0.14 0.20

AAcld (Acid - 0.53) 0.13 0.21 0.30

AAcld (Acid *0.83) 0.17 0.29 0.40

5% ML, 10% ML,
Nclr, e Nclr, E:

24% in Acld 40% in Acld

ANcid 160 30*

Az 3 km 4.2 km

The b~spectral method was tested with NOAA satellite

coverage in an area that had cloud obsezvations and upper

4 air data available. Three locations were chosen; White Sands

Miissile Range (WSIIR) , Denver, and Oklahoma City. A 75 X 75



km area was used because it best correspoaded to surface and

upper air data. Average values of pcld, pclr, and Hs were

assumed initially and then changed as sun angle and

satellite viewing angles varied (Reynolds and Yonder Haar,

1977). The results showed a rus error of 0.2 in cloud

amount with a slight umderestination bias. The cloud height

error with cirrus included was 4.6 km with a -4.2 km bia3.

Without cirrus cloud, the rus error improved to 0.5 km with

overestimation of 0.27 km.

This problem with cirrus is linked to the use of 0.9

for the emissivity of all clouds. Because of the ice crys-

tals in cirrus, its emissivity is less than the 0.9 value.

Two approaches were considered by Reynolds and Vonder Haar

(1977) to correct this problem.

One approach was to correlate the visible spectral

albedo of a cloud to its emissivity through the blackbody

temperature. Fig. 20 shows the scatter diagram of the rela-

tionship between the albedo ind the blackbody temperature

and a seccnd order fi1 which was used to determine the cloud

top temperature for a specific albedo. 3nce this cloud top

: temperature is known the emissivity can be calculated

using Eq. 4, Table IV (derived from Eq. 2 of Table IV).
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Fig. 21 is the resulting curve which relates albedo to eis-

sivty. The curve is a second order equation of the best fit

curve measured in the bispectral method along with a slight

* -,adjustment to pclr and pcld. This cut the error of the old

method in half (Reynolds and Vonder Saar, 1977)

The second procedure for determining cirrus cloud

height was to compare channels 4 and 8 of the Vertical

Temperature Profile Radiometer (VTPR) on the NOAA-4

satellite. This led tc a reduction by one half in the appar-

ent error of the old method. Table VI lists the results of

using a cirrus correction and the VTPR approach compared

with non-adjustment for cirrus.

D. PRECIPITATION

Four approaches for estimating precipitation from

satellites are reviewed in this section. They are cloud

index (Barrett and Martin, 1981; Barrett, 1981), life his-

tory (Barrett and Martin, 1981; Griffith and Woodley, 1981),

bi-spectral (Liljas, 1981a, 1981b; Austin and Lovejoy,

1981), and cloud modeling (Wyliea, 1979; Simpson and Wiggert,

1969).

5

58

"I



%All

J66

00

".13 00 go

.36 -

.00

,, a, 0 0 <,- Iowa I

00

-.00 . . - .- -

O0 0O 0O

,. .- .40

,.Figure 20. The Relationship Between Aibelo and Blackbody.
. Radiation. This Vas derived from NOAA satellite
- measurements of cirr us clouds over the Gulf of

California (from Reynolds and Vonder Haar,

L, 59

" 0• " I ,'+' 2 ." . . . .



0 10 AR (41hJrCAF) W :.53m

U 043-XO ME ClO6AE ~g

- MM $.hAsmm uamIM~~

03r

0 1 .2 3 4 5 G 7 8 9 LO
EMISSMiVi [E]
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TAB LE VI

comparison of cirrus correction and VTPR results (from
Reynolds and Vonlar Haar, 1977)

CISS COMICTICI RESULTS

ft" Uncorrected Cloud Nigmt 61Sone~ttal Cloud Cloud Height Observed Cloud To
31I-Spect" I Cloud Error (Val T"g T. with Error (PW) Tm. (K

T" emp. ( K) ClwuS Correction (K)

5 an sm JU 12 U 01.7 823
I smais 261 *.3 M6 +1.1 23

23 t75 IS6 M1.2 329 -. S 3
9Oct175 250 *1.6 221 .. 4 25

M ie"gr 2.6 k0 rnw -o 1. 1 km
8185s *.8.6 ho Bias - +.44 in

Mee $1101 TMI Osermifned S11 coasamifed Observed Clowd Erro (VA)
ClOud feight (YA) Cloud Amount Height (a)

Sjam 7S 33N 114M 6.2 .7 8.1 .
I isanYS 3322 114.5 6.6 .1 0.7 4 .1
I Jae 7s 32.SN 116.5 L.7 .6 6.1 43.0

An Error *1.5 IS u
SWas -*1.2 km
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Barrett (1981) developed a cloud index method of

determining rainfall (called the 'Bristol Method'). It is a

manual method which uses observed rain gage data and the

cloud index system (see Section B) to predict the amount of

* " rainfall accumulated over a specified time period (usually

12 hours) in grid sequares of a selected size (1/60 to 10

grid squares). Cloud area and altitude are also taken into

account (Barrett and Martin, 1981). Pi;. 22 presents the

flow diagram of a recent version of the Bristol Method with

* two stages, preparatcry and operational. Both IR and VIS

- - are used whenever possible to identify cloud types. Next,

the cloud types of each grid square are assigned an index

(see Table VII). The cloud index is generally "evaluated

differently for ranges of chosen cloud types and for differ-

ent regions" (Barrett and Martin, 1981). Then mean cloud

indices are calculated along with mean observed rainfall

amounts for each cloud field unit. Subsequently, regression

techniques are used to relate the observed rainfall to the

cloud type, and these help establish rainfall estimates for

4areas of satellite cells where conventional data are sparse

(see Fig. 23). Tests show that the accuracy of this method
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is approximately 75% for all cases belonging to a specific

category (Barrett and Martin, 1981).
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TABLE VI1

Epitricallv Derived Eairfali Probabilitims aeds t ensII 'on Satellte Pic ures (fon Barrett anand artin, 1981|

1-2 3
Assigned probabili- Assigned intensities

States of the sky ties of rainfall of rainfall (rela-
(nephanalysis cloud (relative scale range tive scale range

categories) 0 - 1.00) 0 - 1.00)

Cumulonimbus 0.90 0.80

Stratiform 0.50 0.50

Cumuliform 0.10 0.20

Stratocumulif orm 0.10 0.01

Cirriform 0.10 0.01

Clear skies ....

2. j~&Uitr

The Griffith/Uoodley (Griffith and Woodley, 1981;

Griffith e t 1978) technique for estimating convective

precipitation was developed using a cloud life history model

in which satellite imagery is compared to radar echo life

hist oy of the cloud area (Griffith and Woodley, 1981; Bar-

rett and Hartin, 1981). The basis of the technique is the

hypothesis that in the tropics rain occurs with cold

(bright) clouds and the intansity of the rain is a function

of the stage of development of cumulonimbus clouds. In a

study of clouds over Florida, Griffith and Woodley (1981)

found that the cumulcn.mbus cloud area is related to =adar
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Figure 23. jeqression.DiagrmJ dQ "Floa" Rainfall~sti.mateq or sa ei ite 91.tures(fo aet
and Martin, 1981)

echo area (see Fig. 24). Cloud areas (Az) are evaluated in

either VIS or IR satellite imagery and then compared to the

radar echo area (ke). Fig. 24 is a plot of the relationship

between cloud and echo areas (Griffith at al., 1978). It was

l empirically derived using measurements and comparisons of

Florida clouds viewed by radar and geosynchronous

satellites. The rain cloud threshold (I?) used in the
4

approach was 253 K.
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This technique is fully automated (Figure 25) and

has been tested in the Florida area and in extra-tropical

convective areas (Barrett and Martin, 1981). There are four

major computer modules that together produce a rain map. The

6
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programs are navigaticn cloud isolation and tracking, cloud

life history compilation and volumetric calculation of rain,

and rain mapping (Griffith and Noodley, 1981; Barrett and

Martin, 1981).

This model has been applied on several time scales

and in different regicns as shown in Table VIII. The error

i statistics (bias (B), root mean square error (Eras) , and

linear least squares fit (R, slope, and intercept)) for

these applications (Table IX) show that oa average the model

results agree fairly well with the ground truth data

t(Griffith and Woodley, 1981). The Eras is small except for

two locations, with an overall average of 0.85 millimeters

per hour. The bias is close to 1.00 which is the value of

perfect correspondence. In the linear fits, all correla-

tions (R) are greater than or equal to 3.78, where 1.0 is

perfect correlation.

3. 91pei-

Lovejoy and Austin (1979) developed a technique in

which visual and infrared wavelength patterns are used to

identify clouds with a high prcbability of rain. These

clouds have large optical and physical thickness "as

measured by the visible albedo n comparison with their

0"
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TABLE VIII

&ppl'ications of te Grifthwoodle¥ echnique (fromGrifih and Woo -ey,181

ARA PERI

Global Atmoupheric Research Project's June 27 to Sept. 20 1974

Etlantic Tropical Expriment (GAM)

Florida Area 2Aln _pEOCIm Ant Selected days June to Septemer
FACE) -- -- 1972 to 19M8

Equatorial Pacific Ocean Climate 2-1/4 days bbvwber, 1978

Studies (Elft) 36 days November, 1979

Hih Plains kymriment (HIPLEX) Selected days, May to July

1976 to 1978

Hurricanes Selected storms 1969 to present

Mash floods Big Tiom uon, CO 7/31 - 8/1, 1976
Johnstown, PA July 19-23, 1977

TABLE IX

The Error Statistics from the Applications Listed in Table
VIII (from Griffith and Woodley, 1981)

WGATICN N a ___ R SLOPE InTMCEPT

GATE 53 6.84 6.79 6.87 6.97 -1.47

HZoiX 15 0.77 2.81 0.90 9-62 6.67

FACE 11 6.88 0.42 0.95 1.18 -0.23

HIPLEX 9 0.96 6.55 0.78 1.81 -6.27
6 (sparse)

I XAmMGV 3 1.98 6.06 1.00 0.89 0.18

FLASI FLO 2 1.39 6.48 6.99 0.89 23.93

PCRFwT
C(RE ICS.68 O .68 1.66 L.6 1.6
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height, determined by the intensity of the IR eamission"

(Austin and Lovejoy# 1981). Liljas (1981a, 1981b) followed

this with a simliar type of bispectra. identification of

precipitation area based on VIS and IB imagery. This sub-

section will first review Austin and Lovejoy's (1981)

technique and then Liljask (1981a, 1981b) technique.

AuStin and Lovejoy (1979) first, iddressed the ques-

tion, "How veil can rain areas be delineated in coincident

visible and infared satellite images?" ]!hey felt that the

problem vas to find boundaries betveen rain and no rain.

Estimation of rain amcunt is assumed to depend on two steps,

the delir-eaticn of the rain areas and estimation of rain

rate once the area is known. !!he authors used three stati-s-

tics to charact4erlzq errors and from these were iable to

estimate rain area and rain rate. The first step in rain

estima-zion was to map a frequency matrix for both rain areas

and non-rain areas (see Fig. 26 and 27). The ratio of rain

to non-rain was found and plotted (see Fig. 28) along with a

li-ne of greater then 50% probability of rain. From -thim, a

rain map (see Fig. 29) was produced. The next step was tc

*try to quantitatively estimate the rain, rate. Austin and

Lovejcy (1981) tried several Itechniques to do this but met

69
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with little success. They believe this was due to "...the

visible and IE wavelengths primarily responding to the rela-

tive abundance of cloud droplets and not to precipitation

sized particles" (Austin and Lovejoy,19811. They concluded

that a good or even passable Imantitativa estimate of rain-

fall rate is not realistic or practical using visual and

infrared data. The authors filt their study supported the

hypothesis that visual and infrared satellite images are

good for estimating rain areas but not for esvimating

quantitative rain rates.

LilJas' (1981a) main objective was to apply an

approach similiar to that used by Lovejoy and Austin (1979)

for identifying precipitation areas and intensity using

TIaOS-N satellite imagery, but without using radar to cali-

brate it. He decided not to try quantifying intensity, but

to instead define it qualitatively by categories of light to

heavy rain. This fellows the work of Muench and Keegan

(1979) on the relation of cloud reflectance and intensity of

rain. Pursuing their concepts, Liljas (1981a, 1981b) devel-

oped a relative precipitation intensity identification

technique which relies on his cloud typing model (see Sec-

tion B, Chapter II). It can be applied quickly to both

frontal and convective type precipitation and gives the

70



, ., *" °-, " -. . -.. * . - , .. . _ _ - -, a, - * is p

• ..eee s.. . .. . *

g alsI • O I | e ~ e g e e

E

0 . *S°g . ,,,ogg , s...,..

Brightnw-

Figure 26. Frequenc Distribution of S and Data Pairs
for the No-rain Case (from Barrett and Martin,
1981).

00 I I .e e Ms eI eeIe.

u . e el..... g '.

* 1: 1110::1:.......a a . g .....

0 a

Brightne -

Figure 27. Frequency is-ribution of I and IS Data Pairs

fo tec.Rain Ca at the $amse 0.090 s ig

: fo te o-a26Cs (from arrett and 'lartin, )
.a . C a . a.e71

- ,e e ~ a, , , , , o . , e a .e ,C
, . . . o . o . , , , ,

4 - eg OC 6 t 15

S I 5 3

00O egO Og g IS•U

o 1

V fo te Rai CaeO tteSm Lcto Fg
26' (fo Eart n oatn,18)

O • e71



0 *

Figure 2.8. Plobibilill of Rjun i4ti Percent fromu te Arrays
0~Fg ~ad2 vit the 5O BOunary
Sketc9;d (froma Barrett and Martin, 1981).

40 km

404

Figure 29. TI1: Resulting Satellit RPaiR 11 from htsoO

lines are -ladar ;aid areas and h Qrizontal lines
are sate). lte rain ireas (hatzhe d areas ire the
aqreement areas) (from Barrett and Martin,

72



information in a real-time fashion. The first step is to

identify the cloud types (see Fig. 9). bIet, the atea on the

graph representing ccmulonimbus and nimbostratus is sec-

tioned (see Fig. 10) based on the premise that cold, high

and dense clouds giv, the highest precipitation rate. in

additional requirement for the cloud top temperature to be

colder than -220 C was established (LilJas, 1981a) and sup-

ported by investigatios of Nuench and Keegan (1979). Table

X gives the thresholds determined by summing the infrared

and visual digital values that correspond to the precipita-

tion intensity levels. The mthod gav ;ood information on

the distribution of precipitation areas and the relative

intensity within the areas for both frontal and scattered

showers. in addition, the method detectel "intense precipi-

taticn in mesoscale cloud clusters between synoptic"

observations (Liljas, 1981a).

Wylie (1979) compared tropical and mid-latitude

cloud area and rain rates to see if the Griffith/Woodley

(Griffith e t ., 1978) and other techniques could be

applied to non-tropical cloud features, instead of the trop-

ical cloud systems for which they were developed. Six days
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TIBLE X

Threshold Valup$ De cri ing Precipitation Ijntesity Levels
as App±eI F'In Lg. 10O(froa Lijas, a)

Chi + Ch4 291-310 light rain

311-330

331-350

351-370

371-390

> 390 very strong rain

of two different types of rain clouds (frontal convective

and frontal stratiform) in the Nontreal, Quebec, Canada area

were chosen for comprison to the 1979 GATE data set of

Stout et a;,. (1979) (see Table 71I).

The rain rates of the two areas are shown in Fig.

30. The GATE rain rates are higher than -the rain rates of

Montreal, even at the colder thresholds. The Montreal rain

rates tend to vary ccnsiderably, especially the convective

cases (June cases). This shows that a s-heie based on the

GATE data would overestimate rain rate in the midlatitudes,

and additionally, if one uses a constant adjustment, there

* would be a large variance in the rain aiounts. rable XI
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shows the comparison for GATE and Montreal rates of precipi-

tat ion. Wylie (1979) found that the precipitable water :

alleled the difference in the average rain rate with some

minor exceptions when the troposphere was exceptionally sta-

ble. He decided to use Simpson and Wiggertfs (1969) one-di-

mensional cloud model to assess the effects of stability and

to possibly improve his results in the ail-latitudes.

53
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Figure 30. Rain Rates Averaged Over Cloud Areas M asured on
IR Images for Various gloud Theshold
Temperatures (from Wlylie, 1979).

This model simulates cloud growth by using an

6 ascending 2 km bubble. The model incorporates cloud physics

processes in the development of precipitation (Simpson and



TABLE I

Estimated and observed proci i1tatioi and St Ibility Adjust-ment Factors (arte*r Vy~.e 19,

(M.S~aIIATS) Ppfeipka

Ober.A t"~ Pftdp* Madd Adju".
mrnw wowa tokl pveape- t EUM

cm (00uk 1) (mm) woler tintin (IVNP) aim futar

GATE 2-2 54 --- --

29 June 368 0.7 0.5 24 2W5 1-1
2 June 049 22 0.4 0.3 394 we 14 14026 Sept. 0.9 .7 0.5 0.3 10.1 AW3 0.3 1-3
IiJune 0.4 27 0.1. &15 10.4 r74 1.4 1.4

20 Scr 0.4 27 0.5 00 32 1446 02 446
16 Sept. 0. 22- 0.4 00 -0 7.2 10 1.0

Averae 14+1 17-1 0.9 1-7

.4
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. uiqqert, 1969). Only one bubble ascent was used although

normally the bubble would ascend many times. is a result,

the rainfall prodicticn could not be used directly, but was

*' nevertheless used as an adjustment to correct the Montreal

data for stability.

Table lI shove the results of Wylie's (1979) study:

the corrected precipitation of the satellite closely matches

the radar measured amount of riin. He noted that the over-

all bias was small, and therefore by using a stability cor-

rection (calculated from the 3ne-dimensional cloud model),

the technique to measure precipitation by satellite in the

tropics could be applied to m!l-latitude ireas.

H
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1. INTRODUCTION

The cloud analysis model adapted for the SPADS interac-

tive computer is a combination of procedures drawn from sev-

eral previously tested techniques. The mainstay of the

model is Liljas' (19 81 a) parallelpipedon (Fig. 9 and 10)

classificati6on. Added tc this are a texture test for dis-

criminating some cloud types, a non-linear least squares

curve fit to discern cirrus and altostratus, Harris and Bar-

rett's (1978) cloud amount cilc-ulation, pirt of Reynolds and

Yonder Haar's (1977) cloudc top temperature calculation, and

L-ljas' (1981a) qualiftative precipitati~n intensity model.

The following sections describe these parts of the SPADS

model and explain why they were selected. The last section

of the chapte: summarizes with the flow chart of the model's

computer program.

B. CLOUD TYPING

The approach selected for cloud typing was developed and

tested by Liljas (1981a). tt 4s a multipcrlmto

that uses three channels to type clouds and different.at
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* .between land and water. The SPADS cloud model uses two

channels, thereby becoming bispectral (the near-IR channel

was not used due to non-availability in GOES VISSR data).

Fig. 10 depicts the bispectril model iacorporated in the

SPIDS Cloud Model. Both the visual and infrared thresholds

shown in Fig. 10 were converted from ?iros-N Advanced Very

High Resolution Radiometer (AVHRR) to GOES VISSR data

counts. Liljas' visual data brightness counts ranged from 0

* . -to 255 while the SPADS counts range from 3 to 63. A four to

one linear relationship exists in the VIS channel and there-

fore a direct conversion of thresholds waLs performed. The

IR thresholds were ccnverted to temperatares (K) using an

August 1980 TIROS-N AVHER temperature c-alibration table.

This gave a rain cloud threshold of about 251 K which is in

agreement with the Griffith/Woodley (Griffith and Woodley,

1981) and the LiliaS (1981a) rain cloud thresholds. These

temperature thresholds were convertd to GE Rbihns

*counts. The transformed thresholds used in the SPADS cloud

model are dep~cted In F~g. 31.
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* One of the reasons for selecting the LilJas model is

that it was tested or an interactive computer similiar to

SPADS. In addition, the test area selected by Liljas

(1981a) included land and ocean areas along with many types

of clouds associated with mesoscale and synoptic scale fea-

tures. A complete description with color pictures is in

Lillas'( 1981a) technical report. In addition, a combined

approach using texture and bispectral counts was suggested

by LilJas (1981a), Harris and Barrett (1978) and Reynolds

and Vonder Haar (1977). The U.S. Air Force's 3DNEPH program

used both these approaches, but documentation of thresholds

and tests was not available to us. Thus, the 3DNEPH program

could only be used as a qualitative guide.

The GOES IR resolution is approximately 4 n mi. at the

subsatellite point, but for the visual channel a higher res-

olution of 0.5 n mi. is available. This VIS resolution

affords an cpportuniy to get a better estimate of cloud

6 cover. All the studies reviewel highly recommended the use

of an array of bright ress counts to give an improved repre-

sentation of the cloud picture. The 0.5 r mi. resolution

allowed an 8M8 array of visual pixels per IR pixel. For

each grid space an average visual brightness count 4s

calculated (Eq. 1 , Table II).
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At the same time as the visual average brightness is

being calculated, the standard deviation of the cloudy vis-

ual counts per grid space is determined. The standard devi-

ation (Eq. 4, Table I) is the statistic used to represent

texture. As suggested and tested by Harris and Barrett

(1978), the standard deviation is used to discriminate

between stratiform and cumulus humulus, small and large

cumulus congestus, and altostritus and cirrus. The initial

standard deviation threshold walues for this discriminant

analysis were approximated by using information in Fig. 6

and 8. An additional test was used first for the cirrus/al-

tostratus decision. A second order polynomial least squares

fit was applied to the cirrus (c) points and also to the

altostratus (d) points in Fig. 10. Tha calculated curves

are depicted in Fig. 31, with the associated equations in

Table XII. Entering the equations with the average visual

brightness, the resulting IR value is compared to the actual

1- to determine cloud type. tf the calculated value falls

between the -wo curves then an additional test, using the

standard deviation threshold, is used to discriminate cloud

type.
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C. CLOUD TOP TEMPERATURES

The Reynolds and louder Haar (1977) study is uisod as a

basis for estimating cloud top temperatures. Their

calculation is based cn two equations (Eq. I and 2, Table

IV), one for cloud amount and the other for the cloud top

temperature. The resolution of the data used was 4 n mi.

but the authors' analysis suggested an improved resolution

would give better results. As mentioned above, this led to

the choice of 0.5 n mi. visual data in this study.

The first step in determining the cloud top temperature

is to calculate the aeunt of cloud per IR pixel. The cloud

decision was based on comparing the visual digital count of

each pixel in the 8X8 grid to a no cloud threshold. This

threshold value (initially 5 VIS counts) was derived from

Fig. 31 (after Liljas, 1981a) where it is the lowest VIS

count to have clouds. A cloud threshold test was also used

by Harris and Barrett (1978) . Their threshold value was

derived by comparing the visual image with a computer pro-

duced density slice, but neither the value nor the formula

to obtain the value were included in their re.port. The U.S.

Air Force's 3DNEPH program based the cloud decision cn the

amount of visual grayshade difference between a 3 n mi.
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TABLE III
SPADS Cloud Model's Clod Tm s. Least $uarqes
Equations, and Standard D a n l (SIGi

*.'i Cirrus (1)* - Cs

- x2
a. y > 158.094 - 6.6076 x + 4.159 **

b. a < SIG3

Altostratus (2) - As

2a. y < 115.24 + .5246 x + .0395 x **

b. a > SIG3

* The number in the parens is the computer cloud type identifier.

y - IR digital value
x a average Visual digital value

Fog/stratus (3) - ST

Thick Fog/stratocumulus (4) - Sc

a < SIG 1

Cumulus humilis (5) - CuHu

a > SIG 1

Small cumulus congestus (6) - CuCong

a < SIG 2

Large cumulus congestus (7) - CuCong

a> SIG 2

Nimbostratus/multilayered (8) - Ns

Cumulonimbus (9) - Cb

I8
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pixel and a background brightness (Fig. 15, refer to Chap-

ter II for more complete details). This program uses an

extensive global back round brightness file that is updated

regularly (rye, 1978). The development and maintenance of

such a file for SPADS is not feasible at this tine.

The average cloud amount is determined by summing the
number of cloud decisions in the grid space and dividing by

the total number of pixels per grid space. This calculation

follced the Harris and Barrett (1978) Eq. 3 (Table I).

This cloud amount fraction is then used in the Reynolds and

Vonder Haar (1977) equation for cloud top IR. radiance ( Eq.

2, Table IV). Onu of the reasons this cloud amount

calculation is used instead of Reynolds and Vonder Haar's

equation was that, in the latter, three aiiitional constants

would have to be calculated and verified, which is beyond

the scope of this thesis. The authors felt that it was

essential in using their cloud amount equation that these

O constants be well determined (Reynolds and Yonder Haar,

1977).

The next parameter of the cloud top radiance equation to

be determined is the clear are. IR spectral radiance. Fleet

Numerical Oceanography Center (FNOC) analyses of surface
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temperatures (K) are obtained and a representative

temperature profile matching the location of the IR image

center point is selected. These temperatures are converted

to IR radiances via Planck's function and used in the cloud

top temperature equation.

Emissivity of tte clouds also must be determined.

Reynolds and Vonder Haar (1977), among others, found that

the emissivity is nearly constant (approximately equal to

0.9) for all clouds except cirrus, for which it is approxi-

mately 0.55. In the program, cirrus clouds are identified by

the cloud typing and standard leviation 2odules so that the

lower emissivity can be used in the cloud top temperature

equation. In additicn, an emissivity of 1.0 was used for

cumulonimbus and nimbostratus based on the assumption that

these clouds do not allow any surface radiance through.

The cloud top radiance (Ncld| is calculated using

Reynolds and Vonder Haar's (1977) equation (Zq. 2, Table

III) which consists of the surface temperature field

obtained from FNOC (ccnverted to an IR raliance via Planck's

law), the emissivity (cirrus or non-cirrus), the satelli-e

IR radiance (Ml) value, and the fractional amount of cloud

(cld). Once Ncld is calculated, a conversicn to a cloud top
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temperature is made via the inverse of Planck's function.

This temperature can then be compared to the latest !ZIOC

upper air data analyses to find the corresponding height in

millibars (mb) 6f the cloud t-p The u1pper air data are

available at ten standard levels consisting of 1000, 900,

850, 700, 500, 400, 300, 250, 150, and 103 ab.

D. PRECIPITkTION INTENSITY

Thepreiptatior intensity identification technique

selected is the Liljas' (1981a) method. It is an extension

of his cloud typing sethod (sea Chapter 11) and therefore

easily fits into the overall SPADS cloud model without add-

ing much time to the process. Wylie's (1979) cloud model, as

discussed In Chapter 11, used the Griffith/Woodley (Griffith

st ., 1978) technique with a stability correction which

gave good indication cf rain rates. one problem with it is

that the Griffith/Woodley technique is based on the develop-

int and identification of convective cloud systems@ life

history through use cf radar echoes not available to this

study. Another protlem with using this scheme is the

computer run time it would add to the SPADS cloud model.

Although time is an important factor, it is not the only

reason for selecting the Liljas method. Lil1jas (1981a)

-4 reported good success with this technique, obtaining good
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indications of relative precipitation over land and sea

areas as verified by synoptic reports. He felt that this

technique would be useful for sea areas where no synoptic

observations were available. In addition, relative precipi-

tation from mesoscale cloud clusters was detected between

synoptic observations. This identification scheme was modi-

fied for use in the SFADS cloud model by ceducing the number

. of precipitation intensity categories frox six (see Fig. 9)

to three. Fig. 32 depicts the new categories of precipita-

tion types representirg light, moderate, and heavy rainfall

and Table XIII includes the equation for the lines separat-

" ing the categories. The light rainfall category includes

the requirement that cloud top temperatures be less than

251 K.

E. FLOW CHART

The SPADS Cloud Node! (Fig. 33) begins with obtaining

the initial infrared and visual data fields from the GOES

satellite and conventional surface and upper air data from

FNOC. The 1 and VIS satellite data are collocated both in

space and time. The upper air and surfi:e temperatures are

selected to correspond to the IJ position closest to the

cen-.er point of the image from the !atest FNOC analysis on
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the same date as the satellite pictures. Next, the SPIDS

cloud model computer program (see Appendix &) is run.

As shown in Fig. 33, the first step of the program is to

calculate three values based on the 8X8 grid of VIS pixels;

the average VIS brightness, standard deviation, and cloud

amount as discussed in Section B of this chapter. Once the

values are obtained, the cloud typing module (based on

Lillas, 1981a) is called. Two tests are performed within

this module; on, is based on comparison 3f the IR and aver-

aqe VIS counts and the other supplements the first by using

texture (standard deviation$ to complets the cloud typing

t ask. If nimbostratus or cumulonimbus clouds are identi-

fled; the precipitation module is called and it determines

the intansity (qualitatively) of the precipitation.

The cloud top temperatare module, in which the

temperature and the height of the clouds are calculated, is

called for all cloud cases. The FNOC surface temperature

value is used in the cloud top temperature calculation,

while the FNOC upper air data are used in the height

ca lc ulat io n.
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Fiqure 32. Graihif sPADS Cloud Model Precipitation
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TABLE IIII

SPADS Cloud Model Precipitat ion Intensity Categories

VEquation sum]. IR radiance + average VIS brightness

No rain ()sum]. < 184

Light rain (1) 184 < sum]. < 195

Moderate rain (2) 195 < sum]. < 224

* Heavy rain (3) 224 < sum].

The final step is processing the results. Cloud types

(Table XII), precip itat!on intensi4ties (Table XIII), cloud

top temperatures (K) , and cloud top heights (mb) are stcred

-;n a permanent file fcr future display. The average visual

brightness, standard deviation, and t-he amount of cloud that

correspond to each IR pixel are printed for reference and

* validation purposes.
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*Figure 33. The SPADS Cloud Model Generalized Flow Chart.
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IV. ZJL MIL TZ1 UD ,.NLZTS

A. INTRODUCTION

A test was conducted to determine if the SPADS Cloud

Model concepts were valid. The test was designed: (1) to

capture a small area cf coincident IR and VIS satellite data

in the mid-latitudes and to obtain FNOC fields for the same

date-time group and location as the satellite data, (2) to

run the SPADS Cloud Model using these data, and (3) to ana-

lyze the results of the model to determine the validity of

the model's analyses. The following se-tions describe the

input to this test, test procedures, results, and subsequent

iterations and adjustments made to ipoe the model's

performance.

B. DATA

GOES IR and VIS data were captured and archived on

*November 9, 1982 at 1315 local time, for a site centered at

location latitude 44oN, longitude 1410W. The corresponding

FNOC data fields were also saved for the same date from 1200

'4 GMT data. Fiq. 34 is the GOES IR image from which an area of

apprcximately 460 X 460 n mi. was selected for analysis.

This afforded 4096 IR pixels for evaluati:n. Fig. 35 is the
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IR satellite picture of the selected area with the center

point matching that in Fig. 34. The IR data resolution was

approximately 7 n mi. at this latitude and 4 n mi. at the

subsatellite point. The visual data resolution used was 0.9

n mi. (0.5 n mi. at subsatellite point). The visual area

(see Fig. 36) is the same area as the infrared giving an 8X8

visual grid of pixels (64 points) per IR pixel.

The FNOC vertical temperature profile was obtained to

match the center point of the satellite pictures and the

corresponding heights (ub) are listed in Table XIV. Only one

set of temperatures was used because the resolution of the

FNOC fields (63 X 63 field with 381 ki mesh length) is

approximately the same as the area of the satellite

pictures used in this test.

C. TEST PROCEDURES

The following lis1t is the set of procedures for this

test of the SPADS Cloud Model. The steps taken were to:

1. Capture coincident VIS and IR satellite images.

2. Receive surface and upper air tampa.ratures from
FNOC.

I
3. 11anually analyze images for cloud boundaries and

types.

4. Select the temperature profile closest to satellite
image.
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5. Run SPADS Cloud model computer program.

6. Output results in a format for analysis.

7. Compare %anual to computer output.

8. Adjust computer model as appropriate.

9. Repeat steps 5, 6, and 7.

The manual nephanalysis was completed by Dr. C.H. Wash,

Assistant Professor in Meteorology at the Naval Postgraduate

School. He used both the IR and Visual images (Fig. 34, 35,

and 36) to discern the cloud boundaries and types seen in

Fig. 37 (see Table IV for symbol definitin)

During the first computer run, a cloud threshold of 5

visual 'igita7 counts was used. This value corresponded to

the lowest visual threshold that could have clouds (see Fig.

33). After analysis of the first run, however, a -hreshold

of 20 counts was selected. This adjustment accounts for our

uncertainty in the GCES VISSR visible channel calibra-tion,

as compared to that for the TIROS AVHRR visible channel. in

normal use, VISSR is a relatively qualitative =adiomezer,

and the engineering data needad to convert valaes to high-

quality calibrated radiances were not readily available.

Two sets of stand rd deviations were usel and are presented

in Table XVI.
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Figure 34. In1frired Satellite Image, Center Poi6nt is at*Latitude 44 0 N, Loni tudel 141 0 W.
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Fi gure 3 5. infrared Satellite Ima e selec-ted fzom Fig. 34t,
with an Area of 463 X 960 n m~. (cnter point is

* at6 latitude 444 langituda 1410)

97



A~~~~~ s.-.. % .. % .. \ IN .

-1-

w f.

Figue 3. Vsua Saellte Im age with the Same Area and
Center Poin: as Fi;g. 35.
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TABLE XIV

FNOC Tomperau . ja.r 200.NW& a ig1jber 9v 1982 at

Standard level (mb) Temperature (°K.

100 212.

150 214.

200 216.8

250 221.8

300 229.7

400 244.6

500 254.3

700 267.7

850 275.5

1000 283.4

1010 (SFC) 289.7
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TABLE IT

Definitions of Symbols Used in Fiq. 37

Nimbostratus - Multiple layers NS4-M

Altostratus AS

Al tocunul us AC

Ci rrus Ci

Cuuul us Cu

Stratus St

Stratoctunulus SC

Broken

TABLE ZI X

Standard Deviation (sIGt)Vgltes Used for Rif 1 and 2 (see
Table II ror now they are use d

SIG i) Test 1 Test 2

SIG i 4 2.5

SIG 2 20 20

SIG 3 3 1.5

D. RESULTS

The following subsections discuss the results of the two

computer runs as compared to the manual analysis. The

results are discussed by the type of product and run number;
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where the prcducts axe cloud type, precipitation, cloud

amount, cloud top temperature and height, and texture

(standard deviation).

a. Cloud Typing

The overall general patterns of the cloud types

(see Fig. 38) compared well to the manual analysis (see Fig.

37). The observed cloud structure is most easily discussed

by considering the images as four quadrants; northeast (NE),

northwest (NW) southwest (SW) , and southeast (SE) with

north being the Top of the image.

The NE quadrant has mid-level clouds such as

altostratus (see Fig. 37). The SPADS cloud model did well

here indicating predouinatly mid-level clouds (see Fig. 38).

The model also match+d the manual analysis in the 3W quad-

rant. This area has high cloud tops of nimbostratus and

embedded cumulonimbus.

The SM quadrant has a mixture of mid-level and

multi-layered thick clouds and again the cloud model is in

agreement with the manual analysis (see Fi;. 37 and 38). The
FI

objective analysis shows more detail than the manual

analysis because the computer program is working pixel by

102

I ".



pixel while the manual analysis can only resolve groups of

pixel defining cloud areas.

In the SE quadrant, the SPADS cloud model could

not resolve the difference between. low-level (stratus) and

mil-leel clouds. The boundary between these is located on

the upper border of the St quadrant. Another discrimination

problem is between stratus and cumulus in the lower right

quadrant. The amount of cumulus huaulas that seems apparent

in the visual satellite picture (see Fig. 36) and the manual

analysis (see Fig. 37) did not appear in the computer

analysis (see Fig. 38). This problem is related to the tex-

ture threshold tests, as both stratus and cumulus humulus

have the same cloud type thresholds.

b. Precipitation

The patterns of rain intensity (see Fig. 39) in

the NW and SW quadrants are based on the premise that the

thicker and colder, therefore brighter, clouds (compare Fig.

39 to Fig. 35 and 36) have a greater probability of rain and

a higher intersity of rain. Along with this, is the knowl-

edge that the approximate threshold for rain clouds is

colder than -22 OC (Liljas, 1981a; Barrett and Martin,

1981). Both computer runs give the saae agreement with the
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Figure 38. Cloud Tie s Analyzed by the3 SPkDS Cloud Iledel
def initiovs) .
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manual analysis because the areas of rain clouds did not

change. At this time, no surface data are available for

ground-truth verification of the rain patterns.

c. Cloud Amount

The cloud amount for the first run was 100% for

the entire analysis area. The visual, I, and manual pic-

tures all showed clear and scattered cloud areas in the SE

quadrant. In the manual analysis (see Fig. 37), this quad-

rant has these sectials marked Cu, St/S=. and 0 As (see

Table XV for symbol definitionsi . Further research into the

cloud threshold for GOES satellite imagery, combined with

.: analysis of the high resolution visual data used in this

test, suggested a better cloud threshold value would be 20

visual counts (Nuench and Keegan, 1979, and see discussion

in Section C). The results from using this threshold are

discussed in the Run 2 section.

d. Cloud Top Temperatures and Heights

The cloud top temperatures (see Fig. L&0) and

heights (see Fig. 41) look reasonable for the cloud types

identified. The NE quadrant had temperatures ranging from

260 to 250 K and a height of approixmately 500 mb, these

matching the type of aid-level cloud. The NW quadrant

,. 1 05
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oi Figure 39. Qualitati-ve Preci -'lta+-ion Intensity from Run 1
of the. SPADS Cloud .lodel (see Table XIII for2r0umeric definitions).
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clouds are mostly niabostratus with high-level, cold cloud

tops. The height is approximately 300 mb and the

temperature is 230 K. Again, agreement is good. The mixed

clouds in the SW quadrant also have mixed height (mid-level

and high-level) and temperatures which compare well (see

Fig. 40 and 41)

The SE quadrant's heights, ranging from 850 to

700 mb, define the area reasonably vell (see Fig. 41). The

division for the low and aid-level clouds (see Fig. 37)

appears as the 700 mb contour line (see Fig. 40). The cloud

temperature field (see Fig. 401 defines the division of low

and mid-level clouds less clearly, but partly cloudy areas

(275 K contour)are indicated. The cirrus and altostratus

clouds are too cold and high, as compared to the FNOC

temperature profile. This error appears to be in the appli-

cation of the bispectral radiance equation (Eq. 4, Table IV)

from Reynolds and Vcnder Haar (1979 in partly cloudy

reqicns. The coefficients in that equation depend strongly

on the radiance calibration of the radiometer used. The

assumed calibra~ion coefficeints used in this study are

clearly inadequate and must be improved through empirical

validation of GOES VISSR calibration using ground truth

data.

I
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e., Cloud Texture (Standard Deviation)

The cloud texture (standard 'deviation)

calculation results are presented in Fig. 12. Overall, they

show an expected pattern; mixed and broken cloud areas (in

the SW and SE quadrants) have the highest variation and uni-

form stratus type cloud cover areas (in the NV and NE quad-

rants) have the smallest variation (compare Fig. 36 and 42).

The highest deviations (approximately 4.0) were located in

the SE guadrant in the areas discussed previously under

cloud amount. After contouring, there appeared to be a defi-

nite boundary between the highly variable region (SE quad-

rant) and the nearly uniform areas (NE quadrant, see Fig.

42). The SE quadrant had been manually typed as cumulus,

with broken areas, and stratus/stratocumulus clouds (see

Fig. 37). After evaluation, the standard deviation threshold

value for discerning cumulus humulus was adjusted along with

the value for altostratus. There did not appear to be obvi-

ous patterns of different size cumulus congestus and there-

fore this standard deviation threshold was not adjuszed.

The standard deviation definitely shows promise in

discriminating between cumuloform and stratus cloud types.

1
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2. Lu

The results ftom the second run are presented below

with the revised cloud and standard deviation thresholds.

§Only regions where changes from Run 1 occurred are discussed

in detail.

a. Cloud Typing

The cloud typing results were changed somewhat

because of the new cloud threshold and standard deviation

thresholds (see Fig. 43) especially in the lower right quad-

rant. More cumulus humulus and altostatus types were deli-

neated and the patterns appear =loser to those in the manual

analysis.

b. Cloud Amount

The cloud amount patterns (see Fig. 44) are more

in line with the manual analysis and what can clearly be

seen on the satellite images. It appears thatthe cloud

threshold of 20 is better, but this may require additional

study.

c. Cloud Top Temperature and Height

The problem in obtaining the correct cloud top

temperature and height in a partly cloudy situation using a

bispectral technique still remained. This problem stems

" from unzertainty in calibratioa of the GOES VISSR. rhe VISSR
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infrared channel is n~ot actively calibrated and extensive

ground truth is required to accurately interpret its data in

terms of temperatures (Haul,, 198 1). In the. present program,

* temperature calibraticn woull enter into the coefficients of

the cloud height Eq. 14 (Table IT) and directly into the

cloud top temperatures. Time was not available in this study

to make this adjustment.
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A. DISCUSSION

This chapter summarizes the thesis accomplishments, the

problems encountered, and suggstions for future research.

1. ccomplishu n Aus

The first accomplishment was to complete an overview

of cloud and precipitation studies with an emphasis given to

those using an interactive computer system. Next, useful

techniques and ideas were selected from these studies and

used to design the SPADS cloud and precipitation model. This

SPADS Zloud Model was then coded and established on the

SPADS system. Finally, two test runs on a test case were

completed with good success.

Within an hour, detailed information was produced by

the SP&DS Cloud Model through concurrent analysis of high

resolution visual and infrared ligital satellite data. Over

a maritime region, the SPADS Cloud Model estimated various

• cloud types, precipitation intensity, cloud amounts, and

cloud top temperatures and heights.

116



I- - . . . ~ * * * * *

2. Problems

Several problems were encountered. The cloud amount

threshold needed adjustment and two tests of different

thresholds were acccplished. The threshold of 20 was

satisfactory but furtber verification is suggested.

Another area Cf concern is the threshold values for

the texture tests. Two thresholds were adjusted in the tests

but all three need further refinement. The separation test

(the least square fit equations) for- cirrus and altostratus

could not be substantiated in this data set and will also

need verification in future runs.

An additional problem is in the cloud top

temperature and height calculations. As discussed before,

the temperatures are too cold and the heights too high in

certain partly cloudy areas. The bispectral equation to

obtain these values needs further study.

All three of these problems are related, at least in

part, to the problem of inter-calibration of AVHRR and GOES

VISSR visible and infrared da-&.
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Ad 3. £ecsenlio12n

The following are recommendations and suggestions

for additional research. The SPADS Cloud Mlodel should be:

a. coi e t use teaftratures for tinfraroetsiwesholds
anvf aleoes for I au~ thr eshol~ds to allow easer con-

vrin betoee, di f fere saliie, plrjn esa
toa;)and seasons (th....s w rqiedvlpment and

addtio ofsenorcalibration tables and modules to
the SPIDS Cloud Model) .

b. converted to a variable resolution so that larger areas
could be analyzed in the SIN~ time frame but also keep
the high resolution capabi. .ty.

c. tested and verified in various regions by using surface
observat~.ons, ra wins ond es, aircraft platf rm
observati.ons, ship observations, radar, and,if availa-
ble, the U.S. Aix Force 3DNEPH cloud analysis.

Digital satelli-te data are currently underutilized,

except perhaps for sea surface temperature and temperature

sounding applications. Most visual and infrared satellite

data are treated as imges and are still1 analyzed manually.

Now, with the development of SPADS and similiar systems, new

satellite products can be produced in regional forecast

sit-ea based on digtal satellite data. This thesis illus-

trates the detailed analysis of the digital satelli.te i;nfor-

mation that can be received by the user in a short (1-2

hours) time frame. Specifically, this work was directed to

* using the SPADS coapiter system toward process satellite

Visual and infrared digital data and to produce cloud and

precipitation -Information. As SPADS is placed In the field
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forecast sites, this infcruation will, f or the first time,

be made available in an operational setting instead of being

available only to meteorologists at the major satellite cen-

ters. in the future, this an! other applications will sub-

stantially aid the operational forecaster.

1 19



LIST OF REFERENICES

Austn G.. ndLove St 1981: A combined visible and
* 12 tecn~que or the a aImdon o rain amounts from GOES

data, Lnt D. Atlas and 0.1. Thiele (editars)

RHO d. DW~-1L44.

arrett& B.C. 1981: The Bristol Method of satellite-
1113;oeAriali monitoring. jj, D. Atlas and 0.1. Thiele

Barrett B.C. and R. Parris 1977: Satellite infrared
nechanalysis. :1R,.,2.& 11-24.

Barrett, E.C. and D. Martin, 1981: =I gle 2f 4

21:t~ j jJ LUIUAqj j Academic Preis E ron,~3 pp.

FyeF.K. 1978: The AFGVC auto mated cloud analysis model.
A G Cec nical Memorandum 78-102, H.Q. Air Force Global
Weather Cenral, Offuitt AFBo Nebraskca, 97pp.

Fye ?.K. a:rd G.L. Logan, 1977: AFGWC sa-: llite-basj~
analsis n ctredicticn programs. ?:cci;:.g~o h t

_q Con1flen 1,El1 Pa' ea, -30UTi-3ec

Gr-'ffitx, C.G. and W.L. WoodleX 1981: The estimation of
convective precipitation from HES i,.magery with the
Gr-IFff-"-h /Wood!ley technique. Ta,D. Atlas iad O.W. Theile

Grif4 ~ CGoo .L Woodley, ?.Go Grube, D.W. Martin, J.
Stu 0 n D. *Skdun, 1978: aain estimaton fo
geosynchronous satellite iager-visible and infrared
studies. .1 Wf. 1 f6 1153-1171.

Harris R. and E.C. Barrett 1975: An inprovid satelli.te
nephanalysis. ftt. 11. ,0, 9-16.

Harris,,R. and E.C. Be!rrett,1973: Toward an ob ectiVe
nephanalysis. _.~ Mteoo. 17 15- 1266.

Lillas 1., 1981a: Analysis cf cloud and pracipitation
throuq~ n automated classification of AV~iR data. RIK 32,
SMHI (.~n Swedish), 3 3 Fp.

Lfias, E., 1981b: Automated tachni~ ues :3r zatsl'Lite.i:a Ager
ar-a4 s"Is. -U!9 ZULUY 312yA 1-2osibu:7 25-28 Au.191
331- --39.n abu~

1 20



Lovejy, S ~ G L. stin 1 79T~etleiineation o~ r~nareq S rro m v4ZsIbhI~nd Aulizatit 1.data a or GATE and mia-
latitudes. Atmos- .22a, L7,1 77- 92.

Maul$ G.A., 1981: Application of GOES visible-ifrared data
to quantifyirg mesoscale ocean surface temperatures. ~

* r. ophy. AtE., j§, 80C0-8021.

Huench, H.S. and T.J. Keegan, 1979: Developmeat of
techn~ques to specifi cloudig sadr~f 1 ra te sn
GOES Imagery da. AFGL-TB- 9-325 AD59841 57pp.

Platt C . 91: Two dimensional histogram of GMS-1
satellite ~i e albedo and infared temperatura fcrselect,?d Ccud -systemns. Di vision 'f At-' ic ysics
Tech. Paper no, 40O, Ccmmonwealth Scientifi6 a I ndsta
Rpsearch Organization, Australia, 43pp.

?v~syolds, D.14. and T.R. yondsr FHaa:, 1977: a bispect:al
ms~hcd for cloud parameter d9--:-3 n-atior.. M". rea. ul
105,. 446-457.

Simpson, J. and V. Vigert, 1969: Models of precipitating
cumulus towers. ~ e.Rv,2.471 E09.

Stout, J., D.W. martin and. S.N. Sikdar 1979: 'Estimating
GATE rinfall from gecstat~onary satelijeiags. ~l
Wea. Biev., 117, 585-598.

WvI~ef .P..1979: An application of a qqotatirarv.
~ ~li erain esmimat ion techni que to in -2tz-rolc~a2

area. J. ir" Ie-.:;. 12, 1640-1648.

121

0



APPENDIX4

SPADS CLOUD MlDEL COMPUTER PROGrRArt

C CLOY) -IS DRIVER/IMAIN PROGRAIM

C T41S PROC.RAM ANALYZES VIS AND IR. TOGETHEI TO DERIVE TYDP:S IF
C CLOJDS ,CLOUjD qEIGliTS,CLOIJD) A'-OjnT ,CLOU TO TM'RATIUR:,

C ANID RELATIVE ISTENSITY OF~ RAIN.
c IROGRAM'MED 3Y LT. C. "'ELSON
C INITIALIZATION
c

COMIMONA/ML(2) ,CIRRUS,K,K1 ,ISEL
CO?I1ON/R/CTYPE(64) ,PRCIPI(64) ,MSAVG(64) :4
COMMON!/Cf SICM A(64) ,SIG1,SIG2,SIG3
CMINON /T)/'-EIGHiT(64),CTEMNP(64) ,ACDAVG(64) ,El,E2,ALAXT,ALON,JI,

*TLV(1;),E3
COMMON/ F/ ZP, XCEN, YCEN, FLIP,A 1 , 3ASLON, LVL( 11)

INT'.GEPR rTPTMS RIT ,,,L rD1PL2

ISEL=O

'1=0.9

E2-0.55
E3-0.0

SUMiSIG=O.O"

?- 64

o sIr2=20.0
51G3-1. 5
PCLDL-2 ).0
1-512



C
C XMNU
C

TYPE '(15>'
ITPE "THIS PROGRAM IDENTIFIES CLOUT) TYPES"

TYPE "ADDITION~AL CLOUD DATA CAN ALSO BE OBTAINED"
TYPE "THESE ARE -

TYPE "0 NO ADDITIONAL INFORMATION"
TYPE "1I PRECIPITATION INTENSITY"
TYPE "2' CLO)UD TOP TEMPERA"MJE"
TYPE "3 CLOUD TO)P HEIGhIT"
TYPE "4 ALL OF THE ABOVE"l
TYPE "8~ FXIT PROGR:1f"
ACCEPT "ENTER REQUJEST- ",ISEL
IF(ISEL.EO.8)GO TO 80
IF(ISEL.E Q.O.OR.ISEL.EQ.l)GO TO 131

CALL OPEN(4 ,-"LVN.O" ,l1,IER)

IF(IER.EQ.1)GO TO 170
TYPE "TLV FILE OPEN ERROR, RC- ",IE.1

170 CALL RD8LK(4,1,,MS,j1-7IER)
IF(Ii9R.ZQ.1)GO TO 130
TYPE "TLV FILE READ ERROR, RC- ",IT2
Co0To70

130 !00 1 101,11
'LV(I)-FL0AT' S(l))100.0

1 CONTI'TU3E
*'?RT(12,826)(TLV(L) 'L_1 , 11

326F ORktAT(2K,1F6.2)
2 FORMAT(S13)

1.91 TYPE "(15>"
ACCEPT "ENTER IR 7ILENAME"
RF.AD(11,2)IRF'h(1
CALL OPEN(2 ,IRFN, 1 ,IE-)
IF(IER.EQ.1)GO TO) 190

TYPE "IR FILF - O~r: E:RROR, RC- ",IE77
ACCEFPT "TRY ArAI!1?" ,Ex

I?(r.EQ.)~OTO 191
IF(Mt.)GO TO 70

1110 ACCEPT "ENTFR 'JISFIEA"
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CALL OPEN( 1,VISFNI, IER)
IF(IER.En.1)Go To 200
TYPE "VIS FILE - OPEN ERRCR, RC- ",IER
ACCEPT "TRY AG.AIN?",IX
IF(IX.EQ.1)GO TO 190
GO TO 69

C
C OPEN FILES FOR STOpAGE. OF CALCIULATFD VALUES
C

200 CALL OPEN(,CL1."3IR
IF(I---.EQ.1)GO To 201

TY~"l"'i 1 FILE fOP":' Tn: 'C",IE

GO TO 60Q
201 CALL 0?EN(7,"CALC2D.0,3,IZ.)

IF(IER.SQ.1)GO 'IV) 202
TYPE "DATA 2 FILE OPEN ERROR, RC- ",IER
GO TO 69

C 0O LOOP TO CALL IN SERIES OF DATA
rC 'LOG1KS !11", FROM 0 TO 511
C LOOP STARTS AT 192,192 FOR IR TO NlATCH VIS (COLLOCATFD CEN.TFR
C POINT). IR IS 2 MILE 71EREFORE NEED) TO UISE FVERY OT"ER VALUE

202 13-0)

DO 32 Il-1,I2S,2
13-(11-1)+191
12-1+12

* DO 6 I-1,P
HEIGTMT( I)-0.0
PROIPIC I-O.0
ACDAVG( 0=0.0
SIGMA( I)-O.O

6 CONTINUE

c DRIVER3 MODULT 'JMICH 14ILL P'IE?ARE VISUAL DATA 73 IF t!SED IN 07iE'l
C 'ODULES * THF AVEIACE VISUAL RRIGHTNESS, 7,4F TAMJ&R A, EVIATIO I OF

C VISUAL IRMH1TNESS, AND 'ME CLOUD7 A10'17 .7 rxs lHI SETS ,,FILL 3E
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C DETERMINTE').
C IR DIGITAL VALUE FILE
C

CALL RDBLK(2,13,MS(,),l,IER)
IF(IE.R.EQ.1)c.O TO 203
TYPE "IR FILE - RF.Af MPROR, RC- ",IER
GO TO 69

203 CALL lJPI(MS(96,),MS(1,2),128)
* '30 100 1-1,123

*100 CO'NT'I

Jl(1 -)

CALL RD3LK(l,Jl,mS ,.i, ,

IF(IET%.EQ.1)Go MO 204
TYpE: "VISUAL F'ILE READ IMROR, t C- " ~
GO TO 69

204 CONTI'TUE

C
* C 7119 LOOP ?ft0UfSS7.S VISUAL D)ATA lY SX OR!:)

C
DO p 1-1,0

T7 J2-1,3
I!2 ,J2)-0.t)

7 CONTINTI!3"
3 1TfJ

DO 1I~ I 13
CALL UIP'(IS(LI l)) '1131 ,1)
10) 10 L-1,1
M!S2(L,0))-LUAT( IS1(L))

Il),M TFT

IT
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n,-N41 .0
SUM-SUM+MS2(L,Q)
SUMSIG"-SUIISIC+0IS2 (L, Q) )2. .0

* IF(4S2(L,Q).GE.PCLDl)ACLn-1.O
IF(MS2(L,Q) .LT.PCLD)I)ACLDO0.0
AMCLD)ACLD4AM4CLD

12 CONTINUE
13 CONTINUr.

SIG1tA(1)SQRT((N*SUMSIG-SUM1**2.0)f(N *(N41.0)))
.MSAVCG(K1 )-SIJM/N'
CALL CLOUJ)
ACflAVr(K1 ) -,VuCLD/M
IU(CTYPE(KI).EN...OR.CTYHIL(KI) .EO.'))3-1.O
IF(ISEL.. o..R. ISEL.F. )COG TO IA
CALL TF.'1T
IF(IS7.L.EQ.8)r,0 M-O6

13CIRljSin0

ACLDlO.0
MYCL.9O . 0

SIJMSICO 0
E3-0.*0

C STr)R7 ALL VALUES
c VALUEJTS ARE STORFT) IN CALML FILE -CTYPr,v'-'CIIt,T-,P,

c HE1GT( 1-256 7D)

c VALUES IN CALC2 l :SAVG,SIG.MA,Al~k'r,0(1-256 'M)

1)0 23 1-1,64
MfS( I, l)-CTYPE(I)
J-I+64
.S(j, 1)-PRCIPI( I)

'--J+64

(4-K5+64
'49(K4,1)FXIIGrI5)
AS( I, 2)-IFIX(MSAVrC(I)+. 5)
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:4S(K5,2)eIFIX(If)O.O*ACDAVG(I)+.5)
'{S( 14 ,2) -O

23 CONTINUE
K7-12-1
'CALL WRRLI(5,K7,MS(I,1),IIER)
IF(IER.EQ.I)GO TO 22
TYPE "WRITE ERROR 5 RE- ", IER
GO TO 69

*22 CALL WRBLK(7,K7,MS(I,2),I,IER)
IF(IER.EQ.1)GO TO 26
TYE "WRJT E Fh'ROR 7 RC- ",tR
GO TO 61

2 6 1RtT ( 12,27) (iF IIT( ) , 1-1, 64)
WRITE(C12 ,24)(SIGMA(I) ,I-1 ,64)
W4RITE(12,27)(CTE.IP(I),I-1,64)

'JRITE( 12,24)(MAVIG(I),ml,64)

1IRITEC 12,2-5)(CTY"F(I) ,Im1 ,64)
1iRITE( 12,25)(PtCIt( I) ,I-1 ,64)
7JRIT.( 12,27)(ML(I) ,i-2,1231,2)

24 FO0RMAT(/,4(/,16(1X,TF7.4)))
25 FORMAT(/,6412)
27 Forutxr(/,4(/16( 1X, F7. 2)))

* ACCEPT "C0'TVI:W?",IST'
t~(tST?.O.1) .1 0 69

32 COITTI'U
Y) CALL CLOSE( I IFR)
70 CALL CLOSE(2,IvR)

CALL CLOSE(4 ,IER)
CALL CLOS'E(5 ,IER)
CALL CLflSF(7,IER)

30 STOP
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SUBROUTINE CLOUD
C

C CLOUD TYPING MODULE, ALSO THE PRECIPITATION .ODULE IS CAkLLED
C FRON HIERE WHEN PRECIPITATION CLOUDS ARE IDENTIFIED.
C

COMtMON/A/ML( 128) ,CIRRUS,K,KI ,ISEL
COMON/3/CTYPE(64) ,PRCIPI(64) ,MSAVG(64) ,M
REAL ?L,MSAVIG,1{IHT,CTEMP,SIG,SI01,S10,2,SIG3
INTEGER I, CTYP , PRCIPI ,CIRR!US,ISEL

C
c THESE ARE LILJAS CONVERTED GOES THRESHOLD)S
C

42- 84.0
H3-100.0
H4-118.0
H5-159.0
116-25 5.0

C
C THE FOLLOWING IF STATYEMENTS CHECK 30TH IR (%iL) AND VIS (MSAVG)
C VALUES AGAINST THRESHOLDS To DETERMINE CLOUD TYPE. THE
C STANDARD DEVIATION (SIG) OF THE 8X8 VISUAL GRID) IS USEfD.
C
C TYPE I AND 2 - CTRRUS/ALTOSTRA7!JS

I1(tQ)GT. H4. AND.ML(K). LE. 46.AND. MSAVrG(K1) GT. 5. 0. AND.
*%'lSAVG(K1).LE.23.0)GO TO 700

C TYPE 3 -- FOG/ STRATUS/CU'lULUS tJT,1JLUS

*74SA1r.(K).LE.2O.0)GO TO 900
C TYPE 4 ANTM 5 -- THICK FOG/STR-ATocTiULUS/CU UU TJ1U'lUS

IFC tL(K) .GT.43.AND.:IL(K) .LE.44.AI).MSAVG(K1) .GT.20.().AND.
*mSAVrI(K1).LZ.36.0)CO TO 600

GO TO 601
600 1- 1

GO TO 900
C TYPE 6 AND 7 -- SMALL/LARG;E CUMULUS CONGES1TS

601 IF LK.^.4kDI()L.5A.'.-S'Gv)G.30,l')
**lSAVr,(KC).LE.3Q.0)GO TO 605
r.0 To 606

605 '1-2
rO TO 800
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606 IF(IL(1Q.GT.115.AND.LOCL).(LTI"6.LN..AYERED) :GT:23:0;AND.

*MGO K)L1G TO 380

*GO TO 315
C LARIKL TY1O

GO TO 8

GOAL T)) MOUET40THRDSRMNTECOT YE

910 CALL E(1)n8V
GO TO 930

91 CTE(VTYPES

38 PCLLPRECIP
G0 '~TO 40

910 ~ ~ ~ CTP(l-

GO6 2

a ~ ~ ~ ~ 1 CTYPE(Kl)-9ALtA~~a..



SUBROUTINE MTDDEV

C STANDARD DEVIATION TEST MODULE HELPS DISCRIMINATE FURTHER THE
C TYPE OF CLOUDS.* ALSO IT SETS CIRRUS FLAG FOR USE I; RH TEIT

*C MODULE.
C

COMMON/A/NML( 128) ,CIRRUSK,K1 ,ISEL
COMMON/B/CTYPE(64) ,PRCIPI(64) ,MSAVG( 64) ,H
COM\MON/Cf SIG.MA(64) ,SIGI ,SIG2 ,SIG3
REAL 'lL,MSAVG,!EIGHTCTEV SIGqY,SIGl,SIG2,SIG3
INTEGER CTYPE ,PRCIPI ,CIRRUS, I ,M

C
tF(M.EQ.4)GO TO 818
IF(4.EQ.1)GO TO 810
IF(R.EQ.2)GO -O 813

C CIRRUS VS ALTOSTRATUS, FIRST TEST
C THIS EQUATION IS FOR LILJAS CONVERTED GOES THRESHOLDS

Y-158.O94-6.6O76*?4SAVG(Kl)+4.159*MSAVG(Kl)**2.0
IF(Y.LE.\IL(K))GO TO 814

C SECOND) TEST FOR Cl/AS
C THIS EQUATION IS FOR LILJAS CONVERME GOES THRESHOLDS

Y-115.24+O.5246*MSAVIG(K1)+0.0395*MSAVG(Kl)** 2.0
IF(Y.GE.ML(K))CO TO 816

C HIlRD TEST FOR Cl/AS
IF(SIGMA(Kl).GT.SIG3)GO TO 814
GO To A 16

310 I1(SIGMA(1).LT.SIG1)GO TO 811
C TYPE 5 - CUMUILUS HUNULUS

CTYPE(%K1)-5
GO TO 820

C TYVE 4 - 7HICK FOC,/STqjkTOCUMULUS
$ 11 CTYPE(K1)-4

GO TO 820
313 IF(SIGMA(Kl).LT.SIG2)GO TO 317

CTYPE( Ki)-6
C TYPE 6 - SMALL CU!MULUS CONGESTJS

GO TO 820
C TYPE I - CIRRUS

CIRRUSI1
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GO TO 820
C TYPE 2 - ALTOSTRATUS

816 CTYPE(Kl)-2
GO TO 820

C TYPE 7 - CUMULUS CONGESTUS -LARGE

817 CTYPE(K)-7
GO TO 820

818 IF(SIG%,tA(K).LT.SIG1)GO TO 819
C ITO!E 5 - CUMULUS H4UUIS

* CTYP(1)m5
GO TO 820

C TY?E 3 - FOGC/STRAT!JS
'19 CTYPE(K)-3
820 RETURN

ENT)
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SUBROUTINE PRECIP
C
C THIS MODULE IDENTIFIES PRECIPITATION INTENSITY AREAS
C I-LIGHT, 2-MODERATE, 3-HEAVY, AND 0-NO RAIN.
C

* COMMON/A/MIL( 128) ,CIRRUS,K,K1 ,ISEL
COMMON/3/CTPF(64) ,PRCIPE(64) ,MSAVG(64) ,M
REAL MLHEIrT,CTEMP,\tSAVG
INTEGER K,CIRRUS,PRCIPI,CTY"E,SUM1

C
C THESE ARE LILIAS CONVERTED GOES THRESHOLDS
C

11-=184
12-195
13-224

C
C ADD IR 01L) AND AVERAGE VISUAL (\ISAVG), THIS SUM !-TILL BE TESTED
C FOR MNENSITY OF RAIN.

STIM-M(K)+'.ISAVG(Kl)
IF(SUMI.GE.I1.AND.SUMI1.LE.12)GO TO 43
IF(SUM1.GT.12.AND.SUX.1.LE.13)GO TO 44
IF(SUM1.GT.I3)GO TO 45
PRCIPI(Kl)m'O
GO TO 49

43 PRCIPI(K1)-I
GO TO 49

44 PRCIPT(K1)-2
GO TO 49

45 ?RCIPI(KI)-3
49 RETURN

END
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SUBROUTINE TEMHT
C
C THIS SUBROUTINE CALCULATES THE CLOUD TOP TEMIPERATURE (CTEMP)
C USING THE IR RADIANCE FOR THE SURFACE (NCLR), THE AMOUNT OF CLOUD
C (ACDAVG), EMISSIVITY (E), AND THqE MEASURED IR RADIANCE FROM THE
C SATELLITE (ML). CTEMP IS THEN CORRELATED TO AN AREA
C REPRESENTATIVE UPPER AIR SOUNDING (UALV) TO DETERMINE THE CLOUD
C TOP HEIrHT (HEIGHT).
C

CO'1ION/ A/NL( 128), CI.R'RUS, K, K , ISEL
CO MONID/REIGHT(64) ,CTEMP-(64) ,ACDAVC(64))El ,E2,ALAT,ALOn,JI,

*TY-V(11) ,E3
COMMON/ Gf ST)P ( 11)
REAL M-L,REIGHT,CTEMTP,E1 ,E2,NCLR,NCLD,ACDAVIG,E,SIGI ,SIG2,SIG3,

*TLV ,SD
INTEGER I,CTPE,PRCIPI,CITR.US
DATA STDP/1OlO.0,1000.O,850.0,7(00,500.O,400.0,300.0,250.O0,200.O,

* 150.0, 100.0/
E-).O0

C CHECK TO SEE IF'THERE ARE ANY CLOUDS, IF -110T SKIP TO ENT)
IF(ACDAVG(Kl).LT.O.1)GO TO 61

C CONVERT SURFACE TEMPERATURE (TSFC) TO NCLR
IF(TLV( 1).GE,.242.0)NCLR-2.O*(331.O-TLV(1))
iF-(TLV(1).Lr.242.0)NCLRk-420.o-TLV(l)

0 IS CIR.RUS FLAG SET? IF YES, USE 92 FOR E. IF NOT, USE El FOR Z.
IF(CIRRTIS.90.l)GO TO 850

C IS 7TIE C3 OR NS CLOUT) FLAG SET? IF YES UISE El FOR El.
IF(E3.O.I.O)CO TO 849
E-El
Go TO 851

.349 E-E3
GO TO 8 51

850 E-E2
C COMtPUTE CLOim,) RADIANCEF

851 NCLD-ML(K)-NCLR/(EACDAlCQ(1 ) )+MTCLR
C CONVERT TO CTFMP

IF(NCLD.LE. 178.0)CTEMP(K1)-331 .Ol CLD*0.5
-- IF(NCLD.GT.178.O)CTEN!fPQC1)-420.0-NCLD

'JRIT9( 12,353)NCLR ,NCLD
.353 Fr0R1AT(/lx,5(1R*,E15.3),"NCLR,V~CLD")
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IF(ISEL.EQ.2)GO TO 60
C
C INTERPOLATE UPPER AIR SOUNDING TO CONTINUOUS CURVE OF TEMP
C VERSUS HEIGH{T, THEN COMPARE TO CTEMP TILL GET MATCH. CHECK
C FROM TOP DOI-N. THEN USE MATCH TO SELECT CORRECT HEIGHT FOR
C CLOUD TOP.
C

DO 812 1'1-2,11
IA..13-1.3
tF(IA.E(Q.1l.AND.ThV(11).GT.CTE!4!P(?C))GO TO 816
IF(TLV(IA).LT.C.TE,1P(Kl))GO TO 313
IF(TLV(IA).EQ.CTEMLP-1(Kl))GO TO 814

812 CONTINUE
813 IF(IA.EQ.Z)IA-3

RHG-EXP(ALOG(STDP(IA+1))-(ALO(ST)P(IA+l))-ALOG(STlP(IA)))*

GO TO 815
816 TYPE "TE'PERAThJRE IS ABROVE 100 MB"

ACCEPT "CONTINUE?" ,ICONT
IF( ICONT.EQ.O) ISEL-8

814 RHG-ST')P(IA)
815 HEIGHT()-RHG+O.5
60 RETURN
C,1 =TEMP(1)-TLV(1)

RETURWN
END
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